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ABSTRACT 
Recently the use of soft computing tools for solving bioinformatics problems have been gaining the attention of 
researchers because of their ability to handle imprecision, uncertainty in large and complex search spaces. The 
acquisition of biological data, ranging from molecular characterization and simulations (e.g. protein folding 
dynamics), to systems biology endeavors (e.g. whole organ simulations) all the way up to ecological observations 
(e.g. as to ascertain climate change’s impact on the biota) is growing at unprecedented speed. The use of computational 
and networking resources is thus unavoidable. Bioinformatics is a promising and innovative research field in 21st 
century. Despite of a high number of techniques specifically dedicated to bioinformatics problems as well as many 
successful applicatins, we are in the beginning of a process to massively integrate the aspects and experiences in the 
different core subjects such as biology, medicine, computer science, engineering, chemistry, physics, and 
mathematics.. 

 
I. INTRODUCTION 

 
There is an increasing technological convergence occurring between biology and computer science. Today’s computer 
scientists are tried to apply biological concept to solve social problems using genetic algorithms, DNA chips, neural 
networks, etc. These words are jargon from separate disciplines merged into hybrid, compound terms. Much like with 
businesses, the biological research world is becoming truly inseparable from the information systems needed to 
support scientific research and technological development. While these developments are exciting and promising, they 
also provide the scientific community with serious challenges. The intersection between computer science and biology 
has recently been described loosely as bioinformatics (Baxevanis and Oullette, 1998).  
 
Bioinformatics is the application of computer technology to the management of biological information (Krishnan et. 
al., 2003). In other word Bioinformatics is the application of computational tools and techniques to the management 
and analysis of biological data. Modern biotechnology is a set of techniques that involve manipulation or change of 
the genetic patrimony of living organisms (Ramani, 2002). The term Bioinformatics was first coined by Paulien 
Hogeweg and Ben Hesper (1978) at Utrecht University in 1978 to refer to ‘the study of information processes in 
biotic systems’ (Hogeweg and Hesper, 1983 & 1985). 
 
Bioinformatics has emerged out of the inputs of specialists from several different areas such as biology, biochemistry, 
biophysics, molecular biology, biostatistics, and computer science. Specially designed algorithms and organized 
computer databases are at the core of all bioinformatics operations (Krane & Raymer, 2003; Gibas & Jambeck, 
2003). Algorithms, that are necessarily complex, make voluminous data easy to handle for defined purposes, in an 
amazingly short time, a process that is humanly impossible. The requirements of such an activity make heavy and 
high level demands on both the hardware and the software capabilities of computers (Miller, 1998). 
 
Instruments for biology and medical research, such as next-generation sequencers, are generating vast amounts of data 
so much that traditional high performance computing (HPC) servers can’t keep up. As researchers and scientists 
demand more computational performance, computing centers are running out of the resources needed to obtain that 
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performance: space, electrical power and cooling. The bioinformatics industry needs a more elegant solution, a new 
computing technology that significantly improves high throughput processing (Lee, 2015).  
 

II. BIOINFORMATICS & COMPUTATIONAL TECHNIQUES 
 
It was well understood that computing would play a vital role in the future progress of biological information. Access 
to elaborate algorithms on computers increased the awareness of more recent methodological developments in 
biological information. “Computational statistics is related to the advances of statistical theory and methods through 
the use of computational methods (Arhipova, 2006). This includes both the use of computation to explore the impact 
of theories and methods, and development of algorithms to make these ideas available to users.” (Lauro, 1996). 
Computation in statistics is based on algorithms which originate in numerical mathematics or in computer science. 
The core topics of numerical mathematics are numerical linear algebra and optimization techniques but practically all 
areas of modern numerical analysis may be useful (Cucker, 2003). The group of algorithms highly relevant for 
computational statistics from computer science is machine learning, artificial intelligence and knowledge discovery 
in data bases or data mining. These developments have given rise to a new research area on the borderline between 
biological and computer science (Cucker, 2003; Arhipova, 2006). 
 
A variety of techniques have been developed over the years to explore for and extract biological information from 
large biological data sets. At the end of the 1980s a new discipline, named data mining, emerged (Sumathi & 
Sivanandam, 2005). Data Mining is the process of extracting knowledge hidden in large volumes of raw data. Data 
mining automates the process of finding relationships and patterns in raw data and delivers results that can be either 
utilized in an automated decision support system or assessed by a human analyst (George, 2004). Internet facilitates 
linking to current programs and initiatives utilizing the Internet to form clearing-houses and distributed networks of 
biological information. Some are integrated system for agricultural genome analysis, including databases, conferences, 
publications, courses and a particularly good plant genome online database tutorial (Kanaujia, 2004). Links to many 
tools and programs are available from the National level Institutes for sequence analysis and molecular biology, 
including databases, protocols and tutorials. Many pages include links to a number of model organism databases and 
to a number of genetic databases (NCBI, 2015). 
 
III. AIMS OF COMPUTATIONAL TECHNIQUES & BIOINFORMATICS  
 
Bioinformatics helps in providing practical tools to explore proteins and DNA in number of ways. Bio-computing is 
useful in recognition techniques to detect similarity between sequences and hence to interrelate structures and 
functions (Jena et. al., 2009). The aim of Bioinformatics is to organize data in a way that allows researchers to access 
existing information and to submit new entries as they are produced (Sharma et. al., 2012). Computer techniques are 
used to develop tools and resources that aid in the analysis and management of data. This data is applied to analyze 
and interpret the results in a biologically meaningful manner. Its computational aim is to exploit the tolerance for 
imprecision, uncertainty, approximate reasoning and partial truth in order to achieve tractability, robustness, low 
solution cost, and close resemblance with human like decision-making (Bele, 2019). The constituents of soft 
computing are fuzzy logic, artificial neural networks, evolutionary algorithms including genetic algorithms, genetic 
programming, evolutionary strategies, support vector machines, wavelets, rough sets, simulated annealing, swarm 
particle optimization, memetic algorithms, ant colony optimization etc (Bandyopadhyay et. al., 2006). 
 
IV. ARTIFICIAL NEURAL NETWORK 

 
An Artificial Neural Network (ANN) is an information processing model that is able to capture and represent complex 
input-output relationships. The motivation the development of the ANN technique came from a desire for an intelligent 
artificial system that could process information in the same way the human brain (Turkson et. al., 2016). Its novel 
structure is represented as multiple layers of simple processing elements, operating in parallel to solve specific 
problems. An artificial neural network learns and classifies a problem through repeated adjustments of the connecting 
weights between the elements (Nahua, 2017). The most delicate part of neural network modeling is generalization, 
the development of a model that is reliable in predicting future accidents (Jena, 2009). Neural networks are suitable 
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for the analysis of gene expression patterns, prediction of protein structure and other related processes in 
bioinformatics.  

 
Figure 1: Neural Network Layers Figure 2: Mathematical Model of a Neural Network 

      
Figure 3: Transfer Functions used in Mathematical Modelling of Neural Network 

 
Neural networks have been widely used in biology (Baldi and Brunak, 1998) since the early 1980s. Neural networks 
can be used to predict the translation initiation sites in DNA sequences (Hatzigeorgiou and Reckzo, 2004). It predicts 
immunologically interesting peptides by combining an evolutionary algorithm (Brusic et al., 1998). Neural networks 
carry out pattern classification and signal processing successfully in bioinformatics; in fact, a large number of 
applications of neural network can be found in this area. Neural networks perform protein sequence classification. 
Neural networks are applied to protein sequence classification by extracting features from protein data and using them 
in combination with the Bayesian neural network (Wu and Mclarty, 2000). It analyze the gene expression patterns 
as an alternative to hierarchical clusters (Toronen et al., 1999; Ma et al., 2000; Bicciato et al., 2001; Torkkola et 
al., 2001). Gene expression can even be analyzed using a single layer neural network (Narayanan et al., 2003) 
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Figure 4: Flowchart of Neural Network for Biological Information Processing 

 
Although more than a dozen NN architectures have been developed and adopted, one of the first and simplest 
architectures, the feedforward neural network (FNN), is the most frequently applied in protein bioinformatics (Chen, 
2012). Besides FNN, the recurrent neural network (RNN) and the radial basis function neural network (RBF) 
architectures also found several applications in the prediction of bioinformatics data (Vanessa et. al., 2017). A 
common feature of all prediction applications in protein bioinformatics is the necessity to convert the input (biological) 
data into the data that can be processed by the NN. This usually involves encoding of the biological data into a fixed-
size feature vector (Seonwoo, 2017). NNs are used in a variety of protein bioinformatics applications. They can be 
categorized into:  

 Prediction of protein structure including secondary structure and secondary structure content, contact maps, 
structural contacts, boundaries of structural domains, specific types of local structures like beta-turns, etc. 

 Prediction of binding sites and ligands, which includes prediction of binding residues and prediction of 
various properties of the binding ligands.  
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 Prediction of protein properties such as physicochemical proteins, localization in the host organism, etc. 
The most popular architecture used in these methods is a simple three-layer feedforward NN, although other 
architectures such as RBF and recurrent NNs are also applied (Hill, 2018). Some of the protein bioinformatics 
applications use multilayered designs in which two (or more) NNs are used in tandem. We show that the popularity 
of the NN-based designs has been growing over the last decade (Hang, 2018). Three applications that enjoy the most 
widespread use are discussed in greater detail. They include protein secondary structure prediction, prediction of 
binding sites, and prediction of relative solvent accessibility (Zang, 2018). The last two decades observed the 
development of several methods based on NN for the prediction of protein secondary structure. The performance of 
the methods mainly depends on the representation of the protein sequence and the size of the training dataset (Iqbal, 
2014). Since the beta-sheets (strands adjacent in the tertiary structure) are established that are far away in the sequence, 
the window-based methods (including all present methods for the prediction of protein secondary structure) are 
inherently incapable of grasping the long-range interactions, which results in a relatively poor result for strands (Zang, 
2018). 
 

V. GENETIC ALGORITHMS 
 
Genetic algorithms (Goldberg, 1989; Bhandari et al., 1996; Booker et al., 1989; Mitchell et al., 1992), a 
biologically inspired technology, are randomized search and optimization techniques guided by the principles of 
evolution and natural genetics. They are efficient, adaptive, and robust search processes, producing near optimal 
solutions, and have a large degree of implicit parallelism (Kumar. 2014). Therefore, the application of Genetic 
Algorithms for solving certain problems of bioinformatics, which need optimization of computation requirements, 
and robust, fast and close approximate solutions, appears to be appropriate and natural (Prithivi, 2012). The errors 
generated in experiments with bioinformatics data can be handled with the robust characteristics of Genetic 
Algorithms. 
 
Genetic Algorithms are executed iteratively on a set of coded solutions, called population, with three basic operators: 
selection/reproduction, crossover, and mutation (Chenand, 2007). They use only the payoff (objective function) 
information and probabilistic transition rules for moving to the next iteration. Genetic Algorithms seem particularly 
suited to implementation using DNA, protein, and other bioinformatics tasks (Needleman and Wunsch, 1970). 
Genetic Algorithms can process, in parallel, populations billions times larger than is usual for conventional 
computation. The usual expectation is that larger populations can sustain larger ranges of genetic variation, and thus 
can generate high-fitness individuals in fewer generations. Problems of bioinformatics seldom need the exact optimum 
solution; rather, they require robust, fast, and close approximate solutions, which genetic algorithms are known to 
provide efficiently (Ye et. al., 2008). Problems of bioinformatics seldom need the exact optimum solution; rather, 
they require robust, fast, and close approximate solutions, which Genetic Algorithms are known to provide efficiently.  
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Figure 5: Flowchart of Genetic Algorithms for Biological Information Processing 

 
The field of Bioinformatics has advanced rapidly in recent years. Breakthroughs in sequencing technology have driven 
an explosion in the production of genetic data. As a result, the development of methods to interpret this data accurately 
and in a timely manner has become a major bottleneck in bioinformatics research (Yang, 2016). This task is further 
complicated by imperfect knowledge of genetic features: performance-altering assumptions can easily be introduced 
during algorithm development, and methodology may quickly become obsolete. Genetic algorithms are an evolution-
inspired class of machine learning algorithms that show great promise to resolve these problems (Manzoni, 2018). 
These algorithms gradually refine solutions through natural selection, evolving a solution to a problem in 
bioinformatics rather than manually designing a search strategy. Due to this learning process determining how features 
are identified, genetic algorithms do not rely on human knowledge of the problem (Jiawei. 2012; Graham, 1994). 
Consequently, biases are largely limited to the data used to determine how fitness is evaluated. Genetic algorithms 
also make better use of computational resources by reducing search space and utilizing parallel computation 
(Mehboob, 2016). In order to examine this potential, this work explores many different implementations of genetic 
algorithms in bioinformatics and their results (Zhu, 2013).  
 
Protein structure prediction is the process of prediction of the three dimensional structure of a protein from its amino 
acid sequence. Proteins are large biological molecules which contain large amount of amino acid sequence (Deng, 
2018). The Bioinformatics industry is in the fledgling condition and gaining more attention of researchers. For the 
development of a new drug there need a high level of research with large amount of data from different cluster and 
locations (Rout et. al., 2013). In the field of biology protein structure prediction plays a vital role for the development 
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a new drug. In recent years many techniques are being used for the protein structure prediction (Sahu, 2015).  There 
are many Soft Computing methods like Fuzzy Logic, Artificial neural network, Genetic algorithms, Swarm 
optimization, etc are used for this purpose to distinguish, compare or process the various structure of protein (Timmy, 
2013). It is always a big task for researchers to develop new tools and methods for the purpose of processing of data 
as well as development of drugs. Protein Structure Prediction is the process of prediction of the secondary, territory 
& quaternary structure of the protein from its amino acid sequence. 
 
 Genetic Algorithm is a computational technique which creates the mimic of the process. In this paper we have 
proposed a technique, which based on Genetic Algorithm technique for the prediction of protein structure (Álvarez 
et. al., 2012). This technique will be helpful to work with huge amount of data and for the prediction of protein 
structure in a large scale. This technique can be adopted by the medicine researchers to develop various drugs after 
study and analyzing the changes of protein structure (Tian et. al., 2012). The field of Bioinformatics has advanced 
rapidly in recent years. Breakthroughs in sequencing technology have driven an explosion in the production of genetic 
data (Rodger & Rayston, 2005). As a result, the development of methods to interpret this data accurately and in a 
timely manner has become a major bottleneck in bioinformatics research. This task is further complicated by imperfect 
knowledge of genetic features: performance-altering assumptions can easily be introduced during algorithm 
development, and methodology may quickly become obsolete (Shan, 2014). Genetic algorithms are an evolution-
inspired class of machine learning algorithms that show great promise to resolve these problems. These algorithms 
gradually refine solutions through natural selection, evolving a solution to a problem in bioinformatics rather than 
manually designing a search strategy (Goldberg & Holland, 1988). 
 
Due to this learning process determining how features are identified, genetic algorithms do not rely on human 
knowledge of the problem. Consequently, biases are largely limited to the data used to determine how fitness is 
evaluated (Liu et. al., 2012). Genetic algorithms also make better use of computational resources by reducing search 
space and utilizing parallel computation (Mahdevar, 2010). In order to examine this potential, this work explores 
many different implementations of genetic algorithms in bioinformatics and their results. 
 
VI. CONCLUSION 

 
Bioinformatics is an essential component of modern biotechnology. Bioinformatics is a field that combines cutting 
edge discoveries and innovation in the field of molecular biology and computer science. The level of innovations that 
happen in this hybrid area is very important for advanced development in biological sciences. Hybrid research aims 
at computational modeling of biological phenomena and applies techniques from areas such as artificial intelligence, 
databases, software engineering, theoretical computer science, discrete mathematics, optimization theory, control 
theory and modeling. The idea of jointing computer science and biological research should be implemented in the 
field of information technologies in bio systems. Soft computing, in the field of neural networks and genetic 
algorithms, is a consortium of methodologies that work synergistically and provides, in one form or another, flexible 
information processing capabilities for handling real life ambiguous situations. Its aim is to exploit the tolerance for 
imprecision, uncertainty, approximate reasoning and partial truth in order to achieve tractability, robustness, low 
solution cost and close resemblance with human like decision-making. 
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